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Abstract 

This study focuses on short-term acoustic correlates of voice 
quality. It assesses the within-speaker stability (across 
different speaking styles) and between-speaker variability of 
measurements which compare the amplitudes of various 
spectral events – H1*-H2*, H2*-H4*, H1*-A1*, H1*-A2* and 
H1*-A3*. Although speakers do differ with regard to the 
compactness of the parameters in read and spontaneous 
speaking styles, the parameters H1*-H2*, H1*-A1* and  
H1*-A2* appear both considerably stable for one speaker in 
different speaking styles and efficient in between-speaker 
comparisons. Though not directly applicable in forensic 
settings, these glottal parameters outperformed vowel formants 
in classification using LDA. 

Index Terms: voice quality, spectrum, speaking styles, Czech 

1. Introduction 

Voice quality has long been recognized as an independent and 
full-fledged prosodic dimension [1]. It is a multidimensional 
phenomenon, which has made it difficult to describe in other 
than negative terms (i.e., what it is not) [2]. Since Laver’s 
seminal work [3], voice quality has been defined in two ways: 
narrowly, referring only to the vibration of the vocal folds and 
its perceptual impact; and broadly, referring also to the 
perceptual impact of the movements and longer-term settings 
of supraglottal organs. In this study, we are interested in the 
narrower sense of the term voice quality, in phonatory 
modifications. 

Since the perceptual evaluation of voice quality is far from 
straightforward (see e.g. [4], [5]), various acoustic correlates 
of different aspects of voice quality have been proposed. In 
this regard, we may talk about both long- and short-term 
acoustic manifestations of voice quality. The long-term 
average spectrum (LTAS) shows the frequency distribution of 
the speech signal over a longer (typically at least 30 seconds) 
stretch of speech [6], [7], [8]. By averaging over a long portion 
of speech, spectral differences due to individual segments are 
evened out, and the method thus yields information pertaining 
to general voice quality. LTAS has been successfully applied 
in various phonetic and speech pathological tasks (see e.g. [8] 
for a summary), with various parameterizations of the LTAS 
being proposed. Most of these reflect spectral slope, or 
spectral tilt, in other words the energy decrease with 
increasing frequency (e.g., the alpha value [9], the 
Hammarberg index [10], or more recent attempts [11]). In 
addition, the prominence of a specific peak in the LTAS – 
called the singer’s or speaker’s formant – has been correlated 
with qualities like resonance or sonority of the voice [12], 
[13]. 

Short-term manifestations of voice quality may be extracted 
from individual speech sounds, typically vowels. Jitter and 
shimmer quantify the degree of fluctuations of the voice 
source, in the frequency and amplitude domain, respectively; 
however, it has been suggested that these do not constitute 
useful correlates of voice quality [14]. Another group of 
parameters concerns the degree of additive noise in voice: 
harmonicity, or harmonics-to-noise ratio (HNR) whose 
measurement has been proposed in various domains [15], [16], 
[17], the glottal-to-noise excitation ratio (GNE) [18], and 
others. The last group of parameters to be mentioned here 
reflects, similarly to the LTAS, spectral slope. In this case, 
however, it is the spectral slope of a single vowel that is 
quantified [19], by means of comparing the amplitudes of 
various events in the acoustic spectrum (see [20] or [21] for an 
extensive review). The parameter H1-H2 (the amplitude of the 
first harmonic relative to that of the second) has been 
correlated with the open quotient. H1-A1 (the amplitude of the 
first harmonic relative to that of the first formant) is regarded 
as an indication of F1 bandwidth (B1), which is in turn an 
indication of the degree to which the glottis fails to close 
completely during the closing phase. H1-A3 (the amplitude of 
H1 relative to that of F3) is a reflection of spectral slope. 
These measures on the speech spectrum are most frequent, 
although others have also been proposed, such as H2-H4 or 
H1-A2 (e.g. [22], [23], [24]). 

In the current study, we are interested in the stability of 
voice quality parameters across different speaking styles 
within one speaker and, at the same time, in inter-speaker 
differences. We will focus on those parameters which rely on 
the comparison of the amplitudes of various harmonics (or 
spectral peaks) – i.e. H1-H2, H1-A1 etc. – one of the reasons 
for this choice being the fact that Hanson [20] does mention a 
considerable degree of speaker specificity of these parameters 
but does not explore this question further. 

Theoretically, a low degree of within-speaker variability 
and a high degree of inter-speaker variability may be useful in 
phonetic speaker recognition [25], [26], [27]. However, it 
appears that direct applicability of even such a positive finding 
in most forensic phonetic casework is problematic, as 
illustrated by Nolan [28]. The greatest drawback consists in 
the fact that most recordings of unknown speakers are 
telephone speech in which (at least) the first two harmonics of 
male voices are lost. In addition, the widespread use of mobile 
phones leads to various kinds and levels of background noise. 
While it is also true that voice quality may differ significantly 
with speaking style and a mismatch in speaking style thus may 
lead to false eliminations [28], we believe that the within-
speaker variability of parameters like H1-H2 or H1-A3 – 
which would belong to the long-term segmental strand in 
Nolan’s model [29] – does merit further investigation. 
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In her study, Hanson [20] suggests that, in order to enable 
comparison of these measures across different speakers (and 
vowels), the amplitudes of the first and second harmonic, H1 
and H2, need to be corrected for the boosting effects of the 
first formant (frequency and bandwidth), while F3 amplitude 
needs to be corrected for the boosting effects of the lower 
formants. The corrected values are then denoted with an 
asterisk, thus for instance H1*-H2*, H1*-A1, or H1*-A3*. It 
will be these corrected measures that will be applied in this 
study. Specifically, we are interested in the stability of these 
measures within speakers across speaking styles, as well as in 
differences across speakers. The performance of the target 
measures will be compared with that of mean formant values, 
which will serve as a sort of benchmark here. 

2. Method 

2.1. Material & subjects 

The material for this study was taken from the VASST corpus, 
which focuses on the variability of speaking styles and which 
has been collected in various regions of the Czech Republic. 
Recordings were obtained in quiet rooms in people’s homes 
via a professional portable recorder Edirol HR-09, with a 48-
kHz sampling frequency (later down-sampled to 32 kHz). In 
the present study, we analyzed recordings of spontaneous and 
read speech produced by six adult male native speakers of 
Czech aged 28–65 (mean age = 40). 

The spontaneous speech sample involved a semi-
structured interview in which the speaker was encouraged to 
speak freely about selected topics. As for the read speech 
sample, the speakers were asked to read a coherent text in a 
natural way after sufficient preparation.  

We analyzed the Czech open central monophthongs /a/ 
and /aː/ in various consonantal contexts – only vowels in the 
context of // were excluded, as the glottal fricative may 
introduce additional breathiness into the spectrum of the 
vowel. The boundaries of the target segments were manually 
adjusted following the suggestions of [30] in Praat [31]. Each 
token was marked for syllable status with respect to word 
stress and for its position in utterance (final or non-final). For 
each speaker and style, we analyzed 50 vowel items, yielding 
the total of 600 tokens (6 speakers × 2 styles × 50 items). 10 of 
those had to be removed from analyses since they were not 
assigned glottal parameter values (see below). 

2.2. Parameter extraction and analyses 

All parameter values (spectral magnitudes of H1, H2, H4, A1, 
A2 and A3, as well as the formant frequencies of F1–F4) were 
automatically extracted by VoiceSauce (VS) [32], [33], a free 
stand-alone software, using the labelled Praat TextGrids.  

To locate and measure the harmonics, VS relies on the 
extraction of F0. The default algorithm for F0 extraction in VS 
is STRAIGHT [34], which was also used in our study. In 
traditional FFT analysis, changing the analysis window can 
change the features of the extracted spectrum. Here, 
amplitudes of the harmonics are computed pitch-
synchronously (over a 3-cycle window), which eliminates 
much of the variability in spectra computed over a fixed time 
window. The method is equivalent to using a very long FFT 

window but enables considerably more accurate measurements 
without relying on large FFT calculations [32], [33]. As only 
male voices were examined, the settings were slightly 
adjusted: maximum F0 was lowered to 400 Hz and minimum 
F0 raised to 60 Hz. All other default settings have been 
preserved.  

As for the formant frequencies (F1–F4), they were 
likewise automatically extracted by VS, using the default 
algorithm for formant detection, the Snack Sound Toolkit [35]. 
Snack is an algorithm based on LPC, which uses as defaults 
the covariance method, pre-emphasis of 0.96, window length 
of 25 ms, and frame shift of 1 ms, so as to match the F0 
estimation by the STRAIGHT algorithm [36]. 

From the values extracted at 1-ms intervals, the mean 
value was computed from the middle third (33–67%) of each 
vowel. Subsequently, 10% of the lowest and 10% of the 
highest values of the four formants and F0 were manually 
checked for extraction errors and, if necessary, corrected by 
direct estimation from the spectrogram (in the case of 
formants) and the waveform (for F0). Extraction mistakes 
were not numerous, apart from one speaker whose vowels 
occasionally manifested diplophonia [37]. The corrected F0 
values were then reloaded into VS and the glottal parameters 
of the corresponding items computed again. 

The computation of glottal parameters in VS differs 
slightly from that mentioned in [20]. VS uses for the corrected 
measures an algorithm developed by Iseli et al. [38] where 
H1*-H2* is corrected for the boosting effect of not only F1 but 
also F2, and F1 through F3 are used for the computation of 
H1*-A3*. In addition, VS computes H1*-A1* (cf. H1*-A1 in 
[20]). 

To investigate the within- and between-speaker variability 
of these parameters, we performed several analyses. First, the 
stability of the glottal parameters within a speaker and across 
the two speaking styles was examined by means of the 
Kolmogorov-Smirnov (K-S) test, which compares two 
distributions of values. Second, the K-S test was also applied, 
in pairwise comparisons, to examine between-speaker 
variability. Finally, the effectiveness of the glottal parameters 
to discriminate between speakers was compared to that of 
formant frequencies by means of Linear Discriminant Analysis 
(LDA). 

3. Results 

The main aim of this study was to assess the stability of short-
term voice quality parameters across different speaking styles 
(read and spontaneous) within one speaker, as well as their 
between-speaker variability. For these purposes, the 
Kolmogorov-Smirnov (K-S) test was used as it is also 
sensitive to differences in the general shapes of the 
distributions (such as differences in dispersion and skewness) 
in the compared samples. 

3.1. Within-speaker stability 

Let us first have a look at how stable the parameters are within 
one speaker. Figure 1 displays for each parameter which of the 
speakers (labelled S1–S6) did not yield any significant 
differences across the two styles (p > 0.05; above the line, 
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denoted with a +) and which of the speakers did yield 
significant differences (p < 0.05; below the line, denoted with 
a –). As we can see, speakers differ with respect to parameter 
stability: while the parameter differences in the two speaking 
styles are always insignificant for S1 – i.e., the values are 
stable in the two styles – S4, on the other hand, yields 
significant differences in 4 out of the 5 parameters. The figure 
also suggests that the most stable parameter is H1*-A2* 
followed by H1*-H2* and H1*-A1*, while H2*-H4* and 
H1*-A3* appear the least successful in expressing within-
speaker stability of our sample. 
 

  H1*-H2* H2*-H4* H1*-A1* H1*-A2* H1*-A3*

S1 

S1 S1 S2 

S2 S1 S3 S3 S1 

S3 S3 S5 S5 S2 

+ S6 S4 S6 S6 S5         +

– S4 S2 S2 S4 S3         –

S5 S5 S4 S4 

S6 S6 

Figure 1. Within-speaker stability of voice quality 
parameters in the two analyzed speaking styles: 
insignificant differences between the styles appear 
above the line (also denoted with a +), significant 
ones below the line (with a –). 

Example distributions are given in Figures 2 and 3; Figure 2 
shows the values of parameter H1*-A1* (in dB) for speaker 
S5 whose distribution did not differ across the two speaking 
styles (p > 0.05), while Figure 3 shows the values of H1*-H2* 
for speaker S4 which differed significantly (p < 0.05). 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The distribution of speaker S5’s H1*-A1*  
(in dB) in read and spontaneous speech. 

3.2. Between-speaker variability 

We were further interested to what extent these parameters can 
capture differences between speakers. To illustrate this, we 
present the results of pairwise comparisons between speakers 
for the most successful parameter in expressing between-
speaker variability, H1*-H2*, in Table 1. The table shows that 

all 15 possible comparisons – having 6 speakers allows 15 
pairwise comparisons – are statistically significant (denoted by 
an *), most of them highly significant (denoted by **). 
Moreover, speakers S1 and S5 show statistically highly 
significant differences from all other speakers, thus being 
clearly discriminated by their distribution of H1*-H2* values 
from the others. 

 

 

 

 

 

 

 

 

 

 

 

 Figure 3. The distribution of speaker S4’s H1*-H2* 
(in dB) in read and spontaneous speech. 

  S1 S2 S3 S4 S5 S6 

S1 X ** ** ** ** ** 

S2  X * ** ** ** 

S3   X ** ** ** 

S4    X ** * 

S5     X ** 

S6     X 

Table 1. Between-speaker variability of H1*-H2* in 
pairwise comparisons (** p < 0.001; * p < 0.05). 

Not only H1*-H2* but also the other parameters appear to be 
efficient in expressing between-speaker differences. The 
overview of between-speaker pairwise comparisons for all 5 
parameters is presented in Table 2. As already stated above, 
H1*-H2* is the most successful parameter in this respect, 
though it can be seen that also H1*-A1* yields statistically 
significant differences for all possible comparisons. H1*-A2* 
and H1*-A3* perform only slightly worse (one statistically 
insignificant comparison), while H2*-H4* turns out to reflect 
between-speaker variability the least, with 4 of the 15 
comparisons being statistically insignificant. 
 

  p < 0.001 p < 0.05 p > 0.05 

H1*-H2* 13 2 0

H2*-H4* 8 3 4

H1*-A1* 12 3 0

H1*-A2* 14 0 1

H1*-A3* 14 0 1

Table 2. Significance levels of between-speaker 
pairwise comparisons for all analyzed parameters. 
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Figures 4 and 5 again provide example distributions. Figure 4 
shows a similar distribution of H2*-H4* of speakers S1 and 
S3, while Figure 5 shows distinct distributions of H1*-H2* of 
speakers S1 and S6 (note that the depicted parameters did not 
differ in these two speakers across the two speaking styles; see 
Figure 1). Speaker S6’s voice thus appears to be breathier, as 
suggested by the positive values of H1*-H2* [20]. 

 

 

 

 

 

 

 

Figure 4. The distribution of H2*-H4* (in dB) of 
speakers S1 and S3. 

 

 

 

 

 

 

 

 

 

 
 

Figure 5. The distribution of H1*-H2* (in dB) of 
speakers S1 and S6.  

3.3. Comparison with formant frequencies 

Our final objective was to compare the effectiveness of the 
glottal parameters in discriminating between speakers with 
that of formants (F1–F4), which are often employed for these 
purposes and were thus used as a benchmark. This comparison 
was based on Linear Discriminant Analysis (LDA).  

The classification rates for the two sets of parameters are 
presented in Table 3. The glottal parameters perform slightly 
better (52.6%) than formants (48.3%), both being well above 
the chance classification rate of 16.7%. Also, both models are 
statistically highly significant: F (25,2148) = 36.7; p < 0.001 
for the glottal parameters, and F (20,1927) = 32.1; p < 0.001 
for the formants. Table 3 also reveals considerable differences 
between the discriminability of individual speakers, as well as 
differences in the performance of the two models for the six 
speakers, which is most marked for speaker S1. 

The values of Wilks’ λ complement these tendencies: 
overall λ equals 0.267 for the glottal parameters and 0.385 for 
formants, which indicates that the variability in our data is 
better accounted for by the former. 

  

  

  

 

 

 

 

 

 

 

Table 3. Classification rates (in %) for the glottal 
parameters and formant values.  

The values of Wilks’ λ for the individual parameters also 
support our findings that the most useful parameter for 
differentiating between speakers in our model is H1*-H2* as 
its removal would impair its efficiency the most, while H2*-
H4* contributes to its efficiency the least. As for formants, F3 
appears to be most and F1 least useful. 

4.  General discussion and Conclusions 

This study analyzed short-term voice quality parameters from 
the viewpoint of their within- and between-speaker variability, 
as well as of their potential to discriminate between speakers. 

As for within-speaker stability, our results suggested 
considerable differences between speakers with regard to their 
compactness in read and spontaneous speaking styles (cf. 
speakers S1 and S4 in Fig. 1). The results also indicate that 
H1*-A2* is the most stable parameter, followed by H1*-H2* 
and H1*-A1*. The same parameters also manifested high 
between-speaker variability (Table 2). This finding points to 
the importance of the relative amplitude of H1 for 
distinguishing voice quality (cf. [20], [23], [24]). 

Between-speaker comparisons also revealed that some 
speakers are clearly differentiated from all others, specifically 
speaker S1 and S5 (see Table 1 and also Table 3). 
Interestingly, S1 was our youngest subject (28 years old), 
while S5 was our oldest one (65 years old). Our results are 
thus in accordance with previous studies [38] which showed 
an age dependency of H1*-H2* and H1*-A3*.  

The comparison of the speaker-discriminating potential of 
the glottal parameters and formant values suggested that the 
glottal parameters slightly outperform formants overall, 
though individual differences may be observed. By way of 
conclusion, let us repeat, however, that the findings cannot be 
directly applicable in forensic casework due to the band-
limited telephone signal, and that our main point of interest 
was the stability of the voice parameters across the two 
speaking styles; in this respect, we believe, our study indicated 
their usefulness for future research. 
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Speaker Glottal parameters Formants 

S1 62.5 12.5

S2 39.2 56.1

S3 24.2 39.4

S4 51.5 74.5

S5 84.0 72.0

S6 53.5 34.3

Total 52.6 48.3
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